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ABSTRACT

A shore-based High-Frequency (HF) WERA radar was recently in-

stalled by Ocean Networks Canada (ONC) near Tofino, British Columbia

(Canada), to mitigate the elevated tsunami hazard along the shores of

Vancouver Island, from both far- and near-field seismic sources and,

in particular, from the Cascadia Subduction Zone (CSZ). With this HF

radar, ocean currents can be measured up to a 70-85 km range, depend-

ing on atmospheric conditions, based on the Doppler shift they cause

in ocean waves at the radar Bragg frequency. In earlier work, the au-

thors (and others) have shown that tsunami currents need to be at least

0.15-0.20 m/s to be reliably detectable by HF radar, when considering

environmental noise and background currents (from tide and mesoscale

circulation). This would limit the direct detection of tsunami-induced

currents to shallow water areas where they are sufficiently strong due to

wave shoaling and, hence, to the continental shelf. It follows that, in

locations with a narrow shelf, warning times based on such a tsunami

detection method may be small.

To detect tsunamis in deeper water, beyond the shelf, the authors have

proposed a new algorithm that does not require “inverting” currents, but

instead is based on spatial correlations of the raw radar signal at two dis-

tant locations/cells located along the same wave ray, time shifted by the

tsunami propagation time along the ray. A pattern change in these corre-

lations indicates the presence of a tsunami. They validated this algorithm

for idealized tsunami wave trains propagating over a simple seafloor ge-

ometry in a direction normally incident to shore. Here, this algorithm is

further developed, extended, and validated for realistic case studies con-

ducted for seismic tsunami sources and using the bathymetry, offshore

of Vancouver Island, BC. Tsunami currents, computed with a state-of-

the-art long wave model, are spatially averaged over cells aligned along

individual wave rays, within the radar sweep area, obtained by solving

the wave geometric optic equation. A model simulating ONC radar’s

backscattered signal in space and time, as a function of the simulated

tsunami currents, is applied on the Pacific Ocean side of Vancouver Is-

land. Numerical experiments are performed, showing that the proposed

algorithm works for detecting a realistic tsunami. Correlation thresholds

relevant for tsunami detection can be inferred from the results.

INTRODUCTION

Major tsunamis can be enormously destructive and cause large num-

bers of fatalities along the world’s increasingly populated and developed

coastlines (Ioualalen et al., 2007; Grilli et al., 2013). While the brunt

of tsunami impact cannot be easily attenuated, loss of life, however, can

be mitigated or even eliminated by providing early warning to coastal

populations. Such warnings can be issued based on early detection and

assessment of the mechanisms of tsunami generation (e.g., seismicity) as

well as detection of the tsunami itself as soon as possible after its gen-

eration. The latter is particularly important when the tsunami source is

located close to the nearest coastal areas, and thus both energy spreading

is low and propagation time is short. This is the case, for instance for

co-seismic tsunamis generated in nearshore subduction zones (SZ) (e.g.,

Japan Trench, Puerto Rico Trench, Cascadia SZ,...), or for submarine

mass failures (SMFs), that can be triggered on or near the continental

shelf slope by moderate seismic activity (Fine et al., 2005; Tappin et al.,

2008; Grilli et al., 2015b); meteotsunamis, also, may be generated on

continental shelves by fast moving elongated low pressure systems (e.g.,

derechos) (Thomson et al., 2009).

The detection of offshore propagating tsunamis from a nearshore gen-

eration area is usually made in deep water, at bottom-mounted pressure

sensors (so-called DART buoys), based on which a warning is issued

for far-field locations. The detection of onshore propagating tsunamis

in shallow water, over the continental shelf, is typically made by bot-

tom pressure sensors and tide gauges that may not survive the impact of

large tsunamis; additionally such detection is local (i.e., point-based) and

often takes place too late (i.e., too close to shore) to be used in early

warning systems. Hence, with the current detection technology used

in tsunami warning systems, there may not be enough time to issue a

warning for near-shore seismic or SMF tsunami sources, based on actual

tsunami data. When the earthquake is the tsunami triggering mechanism,

a warning can be issued based on detecting seismic waves and from these

estimating the earthquake parameters and the likelihood for tsunami gen-

eration. For non-seismically induced nearshore SMF tsunamis or for me-

teotsunamis, a warning can only be issued based on detecting the tsunami

at nearshore sensors and, hence, there may not even be enough time to

issue it before the tsunami impacts the coast; this is particularly more so

in the case of a narrow shelf.



Grid SW corner Nx x Ny Resolution Resolution

(Lat/Lon) grid cells (actual) (∼ m)

G0 (10.00,-180.00) 1950 x 1560 0.6 min (S) 3,600

G1 (44.00,-129.01) 700 x 600 2 min (S) 1,089

G2 (46.99, -127.52) 766 x 900 270 m (C) 270

G3 (48.25, -126.90) 1800 x 1200 90 m (C) 90

Table 1: Parameters of nested grids in FUNWAVE-TVD simulations, in

which G0 is a spherical (S) grid with 100 km thick sponge layers on the

outside boundary, and G1, G2 and G3 are spherical (S) or Cartesian (C)

grids centered on the WERA radar sweep area in Tofino, BC (Figs. 1a

and 2a). G1-G3 simulations are performed by one-way coupling.

The use of shore-based High Frequency (HF) radars to detect incom-

ing tsunami waves has been proposed almost 40 years ago by Barrick

(1979) and, more recently, was supported by numerical simulations (see,

e.g., Lipa et al. (2006), Heron et al. (2008), Dzvonkovskaya et al. (2009),

Gurgel et al. (2011)), and by HF radar measurements made during the

Tohoku 2011 tsunami in Japan (Hinata et al., 2011; Lipa et al., 2011,

2012), in Chile (Dzvonkovskaya, 2012), and in Hawaii (Benjamin et al.,

2016). No realtime tsunami detection algorithms were in place, but an a

posteriori analysis of the radar data identified the tsunami current in the

measurements. As for other nearshore currents, this works by measuring

the Doppler shift tsunami currents induce on the radar signal and from

this estimating time series of radial surface currents (i.e., projected on

the radar line-of-sight) over a grid of radar cells covering the radar sweep

area (typical cell size is one to a few km in each direction, with10th to

100th of km in the radial direction, depending on radar frequency and

power). This dense spatial coverage is another advantage of HF radar de-

tection over standard instrument methods. Tsunami detection and warn-

ing algorithms were proposed in some of these earlier studies, based on

both a sufficient magnitude of the tsunami current inferred from the radar

Doppler spectrum, combined with identifying its oscillatory nature in

space and time. In earlier work based on a 4.5 MHz HF radar (Stradi-

varius) with a 200 km range, Grilli et al. (2015a) showed that such algo-

rithms reliably work when tsunami currents are at least Ut ∼ 0.15−0.20

m/s, and thus raise above background noise and currents. Hence, this lim-

its a direct detection of tsunami currents to fairly shallow water and thus

nearshore locations, and also means short warning times, unless there is

a very wide shelf.

To detect a tsunami in deeper water, beyond the continental shelf, the

authors proposed a new detection algorithm that does not require “invert-

ing” currents, but instead is based on computing spatial correlations of

the raw radar signal at pairs of radar cells located along the same wave

ray, shifted in time by the tsunami propagation time along the ray. A

change in pattern of these correlations indicates an approaching tsunami,

since no other geophysical phenomenon can be responsible. They vali-

dated this algorithm only for idealized tsunami wave trains, propagating

over a simple seafloor geometry in a direction normally incident to shore

(Grilli et al., 2015a). Here, this algorithm is extended and validated for

the area offshore of Vancouver Island, in British Columbia (Canada),

based on realistic tsunami case studies conducted for seismic sources. To

mitigate tsunami hazard in this area from both far- and near-field seis-

mic sources, in particular, from the Cascadia Subduction Zone (CSZ),

Ocean Networks Canada (ONC) recently installed a shore-based WERA

HF radar near Tofino (TF), BC. This HF radar can remotely sense ocean

currents up to a 70-85 km range, depending on ocean/atmospheric con-

ditions (Fig. 1b). In this paper, we perform numerical experiments to

confirm that the proposed algorithm also works for a site with complex

bathymetry and for realistic tsunami data; results will allow defining cor-

relation thresholds relevant for tsunami detection. In the numerical ex-

periments, tsunami currents are computed with the state-of-the-art long

wave model FUNWAVE-TVD (Shi et al., 2012; Kirby et al., 2013a) and

spatially averaged over a series of radar cells aligned along individual

wave rays, obtained by solving the geometric optic equation. Here, we

only detail results for a Mw 9.1 far-field seismic source located in the

Semidi Subduction zone (SSZ; Fig. 1a), but simulations were also per-

formed for large seismic sources in the CSZ (Insua et al., 2015). The

radar signal is simulated in each cell based on the computed time series of

tsunami radial currents using a backscattering model (Grilli et al., 2015a),

which is applied for the characteristics of the WERA radar installed in

TF (carrier electromagnetic wave (EMW) frequency fEM = 13.5 MHz).

This is detailed in the following sections.

(a)

(b)

Fig. 1: (a) Zoom-in on Pacific Ocean area covered by 2 arc-min grid G0,

with initial surface elevation (color scale in meter) of the Mw 9.1 SAFRR

seismic source in the Semidi Subduction Zone (SSZ), and boundary of

nested model grids G1 (0.6 arc-min), G2 (270 m), and G3 (90 m) around

Vancouver Island, BC) (Table 1). (b) Zoom-in on area of grid G3 around

the WERA HF radar deployment site in Tofino (TF); the thick black line

marks the measurement (sweep) area (85 km radius) covered by the radar

(color scale is bathymetry (< 0) and topography (> 0) in meter).

TSUNAMI SIMULATIONS

Numerical models, tsunami source and numerical grids

We extend a HF radar simulator and tsunami detection algorithm pro-

posed earlier by Grilli et al. (2015a), and apply both to the sweep area of

the WERA radar, off of Tofino, BC, based on simulated tsunami currents

corresponding to the arrival of a tsunami generated by a Mw 9.1 seismic

source in the SSZ (Fig. 1). This source was designed by the SAFRR

(Science Application for Risk Reduction) group to have the same mag-

nitude as the Tohoku 2011 event and cause maximum impact in north-

ern California (Kirby et al., 2013b). Simulations of tsunami propagation

are performed with FUNWAVE-TVD, a Boussinesq long wave model

with extended dispersive properties, which is fully nonlinear in Cartesian



(a) (b)

Fig. 2: Tsunami simulations with FUNWAVE-TVD off of Vancouver

Island, BC: (a) Details of nested grids G1, G2 and G3 (Fig. 1a; Table

1) centered on Tofino, BC; (b) Area of grid G3 with numbered locations

of numerical wave gauge stations; and (c) Zoom-in onto radar cell mesh

in radar sweep area (Figs. 1b, 3), with marked locations (red dots) of

G3 grid cells contained in one radar cell. [Color scale and contours is

bathymetry (< 0) and topography (> 0) in meter.]

grids (Shi et al., 2012) and weakly nonlinear in spherical grids (Kirby

et al., 2013a). This model was efficiently parallelized for use on a shared

memory cluster (over 90% scalability is typically achieved), which al-

lows using large grids (such as here the G0 grid, which has over 3 mil-

lion grid cells, as detailed below). FUNWAVE (its earlier version) and

FUNWAVE-TVD have been widely used to simulate tsunami case stud-

ies (Grilli et al., 2007, 2010, 2013, 2015b; Ioualalen et al., 2007; Tappin

et al., 2008, 2014; Abadie et al., 2012; Tehranirad et al., 2015). Since

2010, the authors have used this model and related methodology to com-

pute tsunami inundation maps for the US East Coast, under the auspice

of the US National Tsunami Hazard Mitigation Program (NTHMP) (see

work and maps reported at: http://chinacat.coastal.udel.edu/nthmp.html).

Both spherical and Cartesian versions of FUNWAVE-TVD were vali-

dated through benchmarking and approved for NTHMP work (Tehrani-

rad et al., 2011).

The initial surface elevation of the SAFRR seismic source was ob-

tained from Kirby et al. (2013b) (source labeled “KirbyAlaskaPeninsu-

laTotal”; see http://atom.giseis.alaska.edu) and used as initial condition

in FUNWAVE-TVD, with zero velocity (Fig. 1a). Four levels of nested

grids were used in the simulations, with the coarser one G0, a 2 arc-min

resolution spherical coordinate grid, covering a large area of the Pacific

Ocean, and G1, G2, and G3 being spherical and Cartesian nested grids

centered on Tofino, BC, with higher resolutions of 0.6 arc-min (1,089

m), 270 m, and 90 m (Figs. 1a and 2a). Table 1 provides parameters for

each grid, including numbers of grid cells. To eliminate reflection, 100

km thick sponge layers are used along the outside boundary of grid G0.

Simulations in finer nested grids are performed by one-way coupling.

In this method, time series of surface elevation and depth-averaged cur-

rent are computed for a large number of stations/numerical wave gauges

defined within a coarser grid, along the boundary of the finer grid used

in the next level of nesting. Computations are fully performed in the

coarser grid and then restarted in the finer grid using the station time se-

ries as boundary conditions. As these include both incident and reflected

waves computed in the coarser grid, this method closely approximates

open boundary conditions. It was found that a nesting ratio with a factor

3-4 reduction in grid size allowed achieving good accuracy in tsunami

simulations, which is the case for grids used here (Table 1).

Bathymetric/topographic data for both the 2 arc-min resolution G0

grid and the 0.6 arc-min G1 grid was interpolated from NOAA’s 1 arc-

min ETOPO-1 data. Bathymetry for the 270 m and 90 m resolution grids

(G2 and G3) was based on the 3 arc-sec data provided for the coast

of BC by NOAA’s Marine Geology and Geophysics (MGG), wherever

available. This higher-resolution data was also used in grids G0 and G1,

instead of ETOPO-1 data, in the area overlapping with grid G2. An-

other MGG 3 arc-sec dataset (the Northwest Pacific data set) was used

for areas facing the US coast not covered by the BC bathymetry. Since

the MGG BC dataset only included bathymetry, topography for grids G2

and G3 was based on ETOPO-1 data, which clearly is too coarse to accu-

rately simulate coastal tsunami impact in these finer grids. This however

is acceptable, since the present work focuses on detecting the tsunami

offshore, at a significant distance away from the shoreline.

Offshore of shallow nearshore areas, tsunamis are long waves that

are well described by linear wave theory (Dean and Dalrymple, 1984).

Hence, tsunami currents and elevations can be estimated as,

UUU t ≃ ηt

√

g

h

kkkttt

kt
and ηt ≃ ηt0

{

c0(h0)

c(h)

}
1
2

= ηt0

{

h0

h

}
1
4

(1)

respectively, where ηt ≪ h(x,y) (the local depth) is surface elevation at

location (x,y), kt(x,y) =| kkkttt |= 2π/Lt is the tsunami wavenumber (with

Lt ≫ 20h the characteristic tsunami wave length, and thus steepness

ηt/Lt ≪ 1), and kkkttt = kt (cosφt ,sinφt) is the wavenumber vector, with

φt the angle of the tsunami local direction of propagation with respect to

the x axis ( g = 9.81 m/s2, is gravitational acceleration). According to

Eq. (1), assuming no refraction and linear long waves, the local tsunami

elevation ηt can be predicted based on the initial deep water tsunami el-

evation ηt0 using Green’s law, where c0 =
√

gh0 is the tsunami phase

speed in reference depth h0. It follows that | UUU t |=Ut ∝ h−3/4, and the

tsunami current gradually increases as water depth decreases.

As detailed in Grilli et al. (2015a), the proposed HF radar detection

algorithm is applied along individual wave rays, which are function of

site specific wave refraction. These can be pre-computed for a speci-

fied bathymetry h(x,y) independently of tsunami sources, given the rays’

assumed incident direction in deep water φt0, using the geometric op-

tics eikonal equation (Dean and Dalrymple, 1984). Using the long wave

celerity (equal to the group velocity) it reads,

∂φt

∂x
+

{

1− 1

2h

∂h

∂x

}

tanφt
∂φt

∂y
+

1

2h

∂h

∂y
= 0 (2)

and is solved for φt(x,y), the local ray angle.

The pre-computed wave rays allow identifying radar cells located

along the same ray (see details in next section); the tsunami propagation

time between each pair of such cells (p,q) is then calculated as,

∆tpq = t(RRRq)− t(RRRp) =

∮ s(RRRq)

s(RRRp)

ds
√

gh(s)
(3)

where RRR(x,y) denotes the radial position of cells in the radar grid and

s(RRR(x,y)) is the curvilinear abscissa along the selected wave ray, with

ds = dx cosφt +dy sinφt .

Tsunami simulation results

Figure 3 shows the maximum surface elevations computed during sim-

ulations in grid G0 (a) and G3 (b) for the SAFRR seismic source in the

SSZ (Fig. 1a). As expected, Fig. 3a shows energy focusing on northern

California and Oregon; however, one can also see significant tsunami el-

evations near Tofino. This is clearer in Fig. 3b, which shows that this

tsunami would cause maximum elevations/runup of at least 2 m near

Tofino. For the same case, Fig. 4a shows time series of surface ele-

vation computed at 8 stations/numerical gauges located on the shelf off

of Tofino (see locations in Fig. 2b). Each sub-figure in Fig. 4a compares

results obtained at the same gauge in grids G2 and G3, showing a good



(a)

(b)

Fig. 3: Simulations with FUNWAVE-TVD of Mw 9.1 SAFRR seismic

source in SSZ (Fig. 1a). Maximum surface elevation (color scale in

meter) during simulations in grids (Fig. 1): (a) G0 (only zoom-in area is

shown); and (b) G3. TF marks HF radar deployment site in Tofino, BC.

agreement of the one-way coupling results for the incident tsunami; the

agreement is less good once reflected waves have propagated back to the

stations, as the interaction of waves with the coastline (including dissi-

pation by breaking and bottom friction) is less accurately modeled in the

coarser grid. At the two stations closest to shore near Tofino (stations 1

and 2), the incident tsunami height is over 2 m (trough to crest).

Figure 5a shows examples of wave rays computed by solving Eq. (2)

for the bathymetry in grid G3, offshore of Tofino (Fig. 2), assuming

incident directions from west or southwest (φt0 = 0 or 45 deg); as ex-

pected, wave rays bend based on bathymetry to become increasingly nor-

mal to bathymetric contours in shallower water close to shore. For this

reason, wave rays initially incident from different directions in deeper

water end up being quite similar in shallower water, which implies that

the same wave rays selected over the radar sweep area can be used for

various incident tsunami (and source) directions. Figure 4b shows time

series of tsunami radial currents (i.e., projected in the radar direction

Utr =UUU t ·RRR/R) computed at the locations of 9 radar cells numbered 1-9

along a specific wave ray, in increasingly deeper water (Fig. 5b). As ex-

pected from Eq. (1), while radial velocity is over 0.4 m/s in the shallower

water cell (1) in less than 50 m depth, it is less than 0.07 m/s at the deeper

cell (9) close to the shelf break, in 500 m depth. The figure also shows

that, independently of its magnitude, the pattern of time variation of the

tsunami current repeats itself well from station 9 to 1. This is even more

apparent in Fig. 4c where the same time series have been time- shifted by

the long wave propagation time tp1 computed from cell p= 2, ...,9 to cell

1 using Eq. (3). As we shall see, such time-shifted currents are highly

correlated in time, which was one of the main conclusions in the ear-

lier work by Grilli et al. (2015a), based on both idealized tsunami wave

train and bathymetry. It thus appears from results tin Fig. 4 that this key

property of tsunami currents for the viability of the proposed detection

algorithm is confirmed for a more realistic tsunami case study.

(a)

(b)

(c)

Fig. 4: Time series of (a) surface elevation at stations 1-8 (Fig. 2b) in

grid G2 (dash lines) and G3 (solid lines); (b,c) spatially-averaged radial

current velocity Ur in radar cells 1-9 aligned along a given wave ray

(Fig. 5b): (b) as a function of time; (c) shifted in time by the long wave

propagation time tp1 from cell p = 2, ...,9 to cell 1.

SIMULATIONS OF TSUNAMI DETECTION BY HF RADAR

HF radar detection of tsunami currents

To simulate tsunami detection by HF radar, based on radial currents Utr

computed with FUNWAVE-TVD (e.g., Fig. 4), we use the HF radar

simulator model developed and validated by Grilli et al. (2015a); back-

ground information on the detection of coastal currents by HF radar can

be found in this reference. Parameters of the simulator were set to match

the characteristics of the WERA radar deployed near Tofino, BC, which

has a carrier electromagnetic wave (EMW) frequency fEM = 13.5 MHz

and a usable maximum range of 85 km. The radar sweep area is outlined

in Fig. 1a and detailed in Fig. 5b; it is covered by radar cells within

which the received radar signal is averaged, of length ∆R = 1.5 km in

the radial direction and angular opening ∆φr = 1 degree in the azimuthal

direction; the detection sector of the sweep area is 120 degree, implying

that cells are 1.48 km wide at a 85 km range and narrower closer to the

radar (cell area: ∆S = R∆R∆φr increases with range). [The orientation

of the radar array of 12 antennas (275 deg. from N, clockwise; centered

at 49◦ 4’ 24.82” N, 125◦ 46’ 11.55” W) is such that one side of the sweep

area boundary is nearly parallel to the coastline southeast of Tofino (Fig.

5b), and its length (110 m) allows for the 1 deg azimuthal resolution.]

Near-surface ocean currents are inferred from EMW interactions with

ocean surface waves based on the Bragg scattering property that the

diffracted radar signal is maximum when it interacts with ocean waves

whose wavelength LB is half the EWM wavelength. Thus,

LB =
λEM

2
=

gT 2
B

2π
with λEM =

cEM

fEM
; and fB =

√

g fEM

π cEM
(4)

with cEM = 299,700 km/s the speed of light in the air and fB the Bragg



(a)

(b)

Fig. 5: (a) Examples of wave rays computed from incident directions

from west (green; φt0 = 0 deg) and southwest (red; φt0 = 45 deg), as

a function of bathymetry in grid G3, over the Tofino WERA HF radar

sweep area (Fig. 2); (b) Radar cell grid with one selected wave ray (red

line) intersecting the grid, and nine intersected cells numbered 1-9 as a

function of increasing radar range and water depth.

frequency. For the WERA radar, we find LB ≃ 11.1 m; assuming deep

water ocean waves, the first Eq. (4) further yields the wave period, TB =
2.66 s and fB = 0.375 Hz. Based on a Pierson Moskowitz spectrum,

wind waves of this period and length are present in the ocean for low

wind speeds (at a 10 m elevation), U10 ≥ 0.318
√

gLB = 3.3 m/s (or 6.5

knots); hence, they are widespread.

Tsunami radial currents Utr cause Doppler effects on ocean waves,

which shift the Bragg frequency in the radar signal Doppler spectrum by,

∆ fB = ± | Utr | /LB, depending on current sign. The magnitude of ra-

dial currents, Ũtr(RRR, t) can thus be inferred (inverted) from these shifts

once the radar signal Doppler spectrum is computed; these are currents

averaged (overbar) over a radar cell of area ∆S (for a monostatic configu-

ration such as here), centered at RRR(x,y), and a measuring (or integration)

time interval Ti (tilde) (here 120 s). To accurately compute the spectrum,

the radar cells’ spatial dimensions must be sufficiently large to include a

statistically meaningful sample of ocean surface waves of various wave-

lengths, and particularly of length LB. The frequency resolution of the

Doppler spectrum near its peak is, ∆ fD = 1/Ti and that of the inverted

current ∆Utr = LB/Ti. Hence, to accurately infer surface currents based

on a Doppler shift, the measuring time interval must be sufficiently long,

typically at least 2 min for a 13.5 MHz (such as used here), yielding

∆Utr = 0.086 m/s. Because of the oscillatory nature of tsunami currents,

however, Ti cannot be increased too much to improve resolution, as this

would gradually reduce the cell- and time-averaged currents, until they

have a nearly zero average and become undetectable. As concluded by

Grilli et al. (2015a), the limited resolution of inverted currents combined

with their rapidly decreasing magnitude with radar range (and increas-

ing depth (Eq. (1)) implies that tsunami detection algorithms, such as

proposed by Lipa et al. (2012), based on “inverting” Doppler spectral

shifts would only be reliable nearshore, over the continental shelf, where

tsunami currents are sufficiently larger than background currents (e.g.,

> 0.15−0.20 m/s). By contrast, the algorithm proposed by Grilli et al.

(2015a), which is being tested here on a realistic case study, takes ad-

vantage of the high correlation of time-shifted tsunami currents along a

wave ray (Fig. 4c) and of corresponding time-shifted time series of radar

signal, to detect tsunami arrival in deeper water as a change in pattern of

radar signal correlations. Hence this does not require tsunami currents

to reach large values to be detectable. Applying this algorithm for ide-

alized tsunami wave trains and bathymetry, but in the presence of noise

and background current, Grilli et al. (2015a) showed that the arrival of

tsunami currents as low as background values of 0.05-0.1 m/s could be

inferred, and thus tsunami detection could take place in deeper water be-

yond the continental shelf.

HF radar simulator

We simulate tsunami detection by HF radar using the backscattering

model (a.k.a. HF radar simulator) of Grilli et al. (2015a), which accounts

for the presence of a time varying surface current in a random sea state.

A summary of the main first-order equations of the model is given below;

details and second-order equations can be found in reference.

The total surface current over the radar sweep area is assumed to be

the sum of: (i) a spatially variable, but nearly stationary at the time scale

of radar data acquisition (> O(Ti)) residual (mesoscale) current, UUU0(RRR);
and (ii) a spatially and temporally varying current, UUU t(RRR, t) induced by

the tsunami wave train (e.g., Eq. (1)), computed here with FUNWAVE-

TVD); hence, UUU(RRR, t) = UUU0(RRR) +UUU t(RRR, t). The residual current, al-

though stationary, is spatially variable in a way that depends on local

and synoptic environmental oceanic conditions; in a specific case such

as off of Vancouver Island, this current could be obtained from HF radar

measurements made over the sweep area prior to tsunami arrival, but this

will not even be necessary to apply the proposed tsunami detection al-

gorithm. Because the radar signal is simulated over cells of varying size

(Fig. 5b), the tsunami-induced currents computed over the finest grid G3

are spatially averaged over each radar cell (e.g., Fig. 2c), and projected

in the radar direction, before being used in the radar simulator.

Assuming a small steepness, the surface elevation of random ocean

waves is represented by a second-order perturbation expansion, η(RRR, t)=
η1(RRR, t)+η2(RRR, t), with,

η1(RRR, t) = ∑
ε=±1

∫

aε (KKK)ei(KKK.RRR−εΩ(KKK,RRR,t)t) dKKK, (5)

where the integration is carried out over the wavenumber vectors, KKK =
(Kx,Ky) = K(cosθ ,sinθ ), and wave harmonic amplitudes are given by,

aε (KKK) =
1√
2

√

Ψ(εKKK)Zε(KKK), (6)

with Ψ the directional wave energy density spectrum and Zε(KKK) a com-

plex normal variable (with unit variance and zero mean), independent for

each wave harmonic. The angular frequency of each wave component,

Ω(KKK,RRR, t), is modulated by the surface current UUU(RRR, t). Assuming that

the tsunami current is slowly varying in time at the scale of ocean waves,

i.e., the tsunami characteristic period, Tt ≫ Tp, the peak spectral wave

period, and that waves are in the deep water regime, we have,

Ω(KKK,RRR, t)t = (Ωg +KKK.UUU0(RRR))t +

∫ t

0
KKK.UUU t(RRR,τ)dτ, (7)

where the integral is a memory term representing the cumulative effects

of the tsunami current on the instantaneous wave angular frequency, and,

Ωg =
√

gK is the linear angular wave frequency in deep water. Details

of η2(RRR, t) can be found in reference.

Here, we simulate fully developed sea states represented by a Pierson-

Moskowitz (PM) directional wave energy density spectrum Ψ(Kx,Ky),
parametrized as a function of U10 and with a standard asymmetric an-

gular spreading function, allowing to model a fraction ξ of wave energy



associated with waves propagating in the direction opposite to the dom-

inant wind direction (see details in Grilli et al. (2015a)). For instance,

for U10 = 10 m/s, s = 5, and ξ = 0.1, we find a sea state with significant

wave height, Hs = 1.71 m, peak spectral wavelength Lp = 127.4 m and,

assuming deep water, peak period Tp = 9.04 s.

In a monostatic radar configuration, radar cells are identified by their

range vector RRR, centered on the radar (or range R and radar steering angle

φr). The Bragg vector, KKKB is defined to point in the radar direction of

observation, with KB = (2π/LB). Up to second-order, the unattenuated

backscattered radar signal is denoted by, S(t) = S1(t)+S2(t), with,

S1(t) =
√

2K2
B ∑

ε=±1

√

Ψ(εKKKB)e
−iεΩB t Zε(KKKB) (8)

where Zε again denotes a complex normal variable (with unit variance

and zero mean), the factor
√

2K2
B ensures consistency with the Doppler

spectrum definition, and ΩB is obtained from the wave dispersion rela-

tionship in the presence of a current (Eq. (7)). The expression for the

second-order signal S2(t) can be found in reference. Note that, Ψ(K) ∼
K−4 for a typical ocean wave spectrum, and hence the magnitude of the

unattenuated backscattered radar signal, S(t)∼ K2
B

√

(Ψ(KB)), is nearly

independent from the radar frequency.

Accounting for effects of attenuation with range and environmental

noise, the radar signal received from each cell is finally modeled as,

V(t) = A S(t)+N (t) with A (R) = |F(R)|2 R−2
√

∆S, (9)

a geometric attenuation factor function of range R and N the environ-

mental noise, detailed below. F represents the EMW attenuation by the

ocean surface, which is computed here with the GRwave model, as a

function of the WERA radar frequency (Grosdidier et al., 2014). We

note that attenuation is a strongly decreasing function of both range and

frequency (for instance increasing the radar frequency from 4.5 to 13.5

MHz increases | F(R) | by a factor of 5 or so at 100 km, and thus the

received radar signal attenuation by a factor of 25 or so). Environmen-

tal noise is modeled in each cell as an independent complex Gaussian

distribution with constant standard deviation σN ,

N (t) = σN {G R
t (0,1)+ iG I

t (0,1)}, (10)

where t indicates that different Gaussian random values with unit stan-

dard deviation and zero mean [G R
t (0,1),G I

t (0,1)] are being generated for

each time t. Since noise is not affected by range, Eq. (9) implies that the

radar signal-to-noise ratio (SNR) gradually decreases with range, until

the signal becomes undetectable from the noise, which sets the effective

radar measuring range (85 km for the WERA radar). Here, we use the

same σN value as in Grilli et al. (2015a), which was based on HF radar

experiments done in the Mediterranean sea, for normal temperature and

pressure conditions; in future work, σN will be adjusted using site spe-

cific values of the SNR for the WERA radar deployed offshore of Tofino,

once enough measurements are available for the area.

With an integration time Ti, the (non-normalized) radar Doppler spec-

trum is calculated at time ts (with ∆ts ≤ Ti) as the mean square of the

modulus of the Fourier transform of the received radar signal V(t), cen-

tered on its mean, over a finite time window [ts − Ti/2, ts + Ti/2], that

is,

I( fD, ts) =
1

Ti
|
∫ ts+

Ti
2

ts− Ti
2

V(τ)e2iπ fDτ dτ |2, (11)

with fD denoting a set of discrete Doppler frequencies (with ωD = 2π fD).

If the received radar signal is simulated/(recorded) at a constant temporal

sampling rate ∆t = Ti/N, Eq. (11) can be easily computed as a summa-

tion from −N/2 to N/2.

Given a directional wave energy density spectrum Ψ(KKK) and sets

of random functions Zε(KKK) (representing random wave phases) and Gt

(used to simulate noise in each cell), time series of the received signal

and corresponding Doppler spectra can be simulated for each radar cell

by applying Eqs. (8) to (11), in the presence of cell-averaged radial sur-

face currents Ur(RRR, t). More details can be found in Grilli et al. (2015a).

(a) (b)

(c) (d)

(e) (f)

Fig. 6: Case study for SAFRR seismic tsunami source in SSZ. Doppler

spectra (first-order) simulated for Ti = 120 s (top panels; color scale in

Db) and tsunami radial current (bottom panels), in cells aligned along the

same wave ray (solid black line in bottom panels and see Fig. 5b) in radar

sweep area, at t = (a) 1h42’; (b) 1h49’; (c) 1h56’; (d) 2h03’; (e) 2h10’;

(f) 2h17’. Only one side (with positive frequencies) of Doppler spectra

is shown, centered on the Bragg frequency fB = 0.375 Hz. Tsunami

currents shift this frequency by ∆ fB =± |Utr | /LB.

Application of algorithms for tsunami detection to SSZ tsunami

We apply the radar simulator Eqs. (5)-(10) to the WERA radar sweep

area off of Tofino (Fig. 5b), assuming a local wind speed U10 = 10



(a)

(b)

(c)

Fig. 7: Time correlations, as a function of additional time lag ∆t, between

radar cell q = 4.5 (in between 4 and 5; 39 km range), and p = 1, ...9
(3 to 72 km range) aligned along the same wave ray (Fig. 4b), time-

shifted by the long wave propagation time tp4.5 from cell p to 4.5 of:

(a) spatially-averaged radial tsunami currents Ur (Fig 4c); and analytical

radar signals simulated with (b) and without (c) tsunami current. Red

lined are cell/range averages of each correlation. Correlations use Tc =
600 s, centered on tsunami front arrival time at cell 4.5, t = 6,240 s.

m/s, no background current to start with, and using time series of cell-

averaged radial tsunami currents Utr(RRR, t) calculated for the SSZ tsunami

from FUNWAVE-TVD’s computations (e.g., Fig. 4b). We simulate time

series of received radar signal Vp(t) in each radar cell p and, based on

these, time-dependent Doppler spectra I( fD, ts) (Eq. (11)).

Figure 6 shows snapshots of both tsunami surface current and corre-

sponding Doppler spectra computed for cells aligned along the wave ray

shown in Fg. 5b, between 1h42’ and 2h16’ (6,120 to 8,160 sec) into

the event. These results show that a direct inversion of the propagating

tsunami currents based on the oscillatory shift induced in Doppler spec-

tra (referred to by Grilli et al. (2015a) as Tsunami Detection Algorithm

1; TDA1) would become effective at about a 45 km range. This corre-

sponds to cell 5 in Fig. 5b, for which Fig. 4b shows that the maximum

cell-averaged radial current is just above 0.2 m/s; however, the integra-

tion time Ti = 120 sec used to compute Doppler spectra means the radar

signal is based on currents that are also averaged over this time, Ũtr(RRR, t),
which reduces current magnitude (here, just below 0.2 m/s). Assuming

the tsunami is detected immediately upon reaching Station 5, from this

location of detection, the tsunami would reach the shore within 20-25

min, which only offers very low warning time. This is consistent with

the conclusion of the idealized study of Grilli et al. (2015a), that TDA1

is only reliable for | Ũtr |> 0.15−0.20 m/s.

We now evaluate the performance of the Tsunami Detection Algorithm

2 (TDA2) proposed by Grilli et al. (2015a) on the basis of time-shifted

correlations of radar signal. As already pointed out , once shifted by the

long wave propagation time ∆tpq between two cells p and q located along

the same wave ray, Fig. 4c showed that tsunami radial currents appear

to be highly correlated. This is verified here by computing the correla-

tion of time series of time-shifted currents (subscript r was dropped for

simplicity),

corr{U tq(t −∆τ),U t p(t)}=
1

Tc

∫ t+ Tc
2

t− Tc
2

U tq(τ −∆τ)U t p(τ)dτ (12)

as a function of an additional time lag ∆t, where Tc is the correlation time

(here 600 sec but nearly similar results are obtained for 300 s), which

unlike Ti can be ≫ Tt . Fig. 7a shows that such correlations, calculated

between station q = 4.5 (i.e., in between stations 4 and 5; 39 km range)

and stations p = 1, ...9 (3 to 72 km range) (Figs. 5b) are maximum near

the zero time lag, and drop on either side of it (for positive or negative

time lags). Because the radar signal is modulated by surface currents, we

expect to observe similarly high values of the correlations between two

cells, near the zero time lag, for the time shifted received radar signal,

corr{Vq(t −∆τ),Vp(t)}=| 1

Ti

∫ t+Ti

t
Vq(τ −∆τ)V∗

p(τ)dτ |, (13)

due to the presence of the highly correlated tsunami current. By contrast

these correlations should be flat as a function of time lag in the absence

of a tsunami current (and this will hold true in the presence of uncor-

related background currents). This pattern is indeed observed in Figs.

7b and 7c, for correlations at stations 1 to 9, with and without current,

respectively. [Note that, to reduce high frequency noise in correlations,

these are computed on the analytical radar signals, which are calculated,

for simulated or measured signals, by applying a Fourier transform (FT)

to the signal, removing the negative frequencies, and applying an inverse

FT; see details in Grilli et al. (2015a).] Correlations averaged over cells

1 to 9 are also plotted in Fig. 7 as thick red lines; in Figs. 7a and b, these

are clearly peaked near the zero time lag in the presence of a tsunami

current, but flat in Fig. 7c in the absence of a current.

Due to lack of space, we do not show results in the presence of a

random background current, but these will be shown at the conference

and confirm that currents from both a spatially varying (but nearly sta-

tionary at the considered scales) mesoscale current and local effects of

environmental conditions (e.g., wind), have no correlation between two

cells selected on a wave ray (and more particularly so when shifted in

time by ∆tpq), and hence do not affect correlations in Eqs. (12) and (13).

Thus, only the spatially coherent surface current caused by a tsunami

affects correlations of the radar signal shifted by the long wave propaga-

tion time. This property is well supported in our numerical simulations

and justifies why a much weaker, but spatially coherent, tsunami current

can be detected by this algorithm, even in the presence of a background

current of similar or even larger magnitude. This change in average cor-

relation pattern over a series of cells can be dynamically evaluated when

processing the radar signal in real time and used to detect the arrival of a

tsunami.

It should be finally emphasized that, unlike with TDA1, with TDA2

we do not need to estimate currents by inverting the Doppler spectra and

hence limitations in such an inversion, in terms of integration time Ti ≪
Tt , resolution ∆Ur ∝ 1/Ti, and the need for currents to be > 0.15−0.20

m/s, do not apply. We see for instance that correlations between cell

4.5 and 1 to 9 in Fig. 7 all have a similar pattern, whereas the current

magnitude is less than 0.05 m/s at station 9, in a 500 m depth and reaches

nearly 0.3 m/s in station 2, in a 50 m depth. This confirms the conclusions

of Grilli et al. (2015a), but here this is based on a realistic case study.

CONCLUSIONS

The detection of tsunamis by HF radars, based on a direct inversion of

tsunami currents from the radar signal Doppler spectra (referred to as



algorithm TDA1), is typically limited to areas where such currents are

large enough as compared to background currents (i.e., > 0.15−0.2 m/s),

hence, to shallow water and the continental shelf. To overcome this lim-

itation, Grilli et al. (2015a) proposed a new detection algorithm (TDA2)

based on observing changes in pattern of correlations between two radar

cells, of time series of radar signal shifted by the tsunami propagation

time between the cells; TDA2 was validated on case studies with ideal-

ized tsunami wave trains and bathymetry. Here, we confirmed that TDA2

is also applicable to realistic tsunami case studies performed off of Van-

couver Island, BC, for an incident tsunami from a Semidi SSZ Mw 9.1

event. Time-shifted correlations of radar signal between pairs of radar

cells aligned along the same wave ray, computed for simulated tsunami

currents, showed that TDA2 can detect the effects on correlations of radar

signal of currents as low as 0.05 m/s; hence, this makes tsunami detection

possible in deeper water, beyond the continental shelf.

TDA2 can be easily implemented in a radar system, in a real time

tsunami detection mode (rather than simulation mode) for which the

radar signal is continuously measured (rather than computed with a radar

simulator), processed in all the radar cells (Fig. 5b), and time-shifted

correlations are dynamically calculated between all pair of cells located

along a large number of pre-computed wave rays (Fig. 5b). To detect

tsunamis from expected (e.g., seismic) or unknown (SMF) tsunami

sources, a series of wave rays can be pre-computed for tsunamis incident

from a range of potential directions, based on bathymetry, and used in

the algorithm. Applying TDA2, the appearance of a peaked correlation

between time series of time-shifted radar signals, in pairs of cells located

along the same wave ray (for a single pair of cell or averaged over

a few cells, from offshore to onshore), will indicate that a tsunami

is approaching the radar. In the range of periods/time scales that are

considered here, there is indeed no other geophysical phenomenon that

can create long wave trains that are spatially coherent, with a current

magnitude sufficient to cause measurable modulations in the HF radar

signal. By computing signal correlations in all relevant pairs of cells

along one or many wave rays, one can thus track the progression in time

of an incoming tsunami by following the locations (front) of peaked

correlations (e.g., Fig. 7; this was verified in simulations). In the absence

of a spatially coherent current, signal correlations are independent of

time lag (i.e., are flat); therefore, a marked difference in correlation

pattern around the theoretical long wave propagation time (zero time lag)

can be used to specify a tsunami detection threshold for the algorithm.
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